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ABSTRACT 

Introduction: The growth of social media, especially X (formerly Twitter), has become a key resource for scientific research. This literature review identifies the factors driving its use, forecasts trends, and addresses challenges faced by researchers. Methodology: The review, based on a systematic search in Scopus, employed thematic mapping to identify interdisciplinary applications, methodological innovations, and the impact of global events. Key among these innovations was natural language processing (NLP) for data analysis, which grew 268% from 2019 to 2023. Results: NLP has established itself as a vital tool. However, publications based on X data showed a slowdown between 2021 and 2023, while Instagram and TikTok-based publications accelerated, signaling increased interest in these platforms. X remains the most used platform, followed by Facebook. Conclusions: The review highlights the need for more advanced analysis methods, stronger ethical standards concerning privacy and consent, and interdisciplinary approaches in social media research.
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INTRODUCTION 

The incorporation of data from X, formerly known as Twitter, into scientific research represents a fundamental intersection between social network analysis and various academic disciplines. This article, based on a literature review, examines the use of data generated by Twitter between 2019 and 2023, the period during which its rebranding as X took place. The study identifies the factors that have driven the use of data from this platform in scientific research, anticipates future trends, and addresses the main barriers faced by researchers, such as data access restrictions, issues of representativeness, and the emergence of new platforms.

At least since Asur and Huberman (2010), Twitter has consolidated itself as an essential platform for collecting data for the analysis of social, discursive and communicative phenomena, thanks to its ability to provide real-time data on public opinion, social mobilization and information dissemination. However, the rise of platforms such as TikTok and Instagram, together with changes in the demographic structure of X users, pose new challenges for its use as a primary data source in interdisciplinary research.

Over the course of Twitter’s trajectory in Scopus-indexed manuscripts, 377 literature review articles were included in the content analysis of this platform. With such a large volume of reviews, it can be difficult to identify aspects that have not yet been explored in depth. This review distinguishes itself by addressing the methodological and ethical difficulties identified in previous studies and by adopting a forward-looking perspective, highlighting both opportunities and challenges for social network research in an ever-changing digital environment. Its importance lies in providing an up-to-date overview of the state of the art, highlighting current trends, emerging challenges and practical recommendations to strengthen research in social networks.



OBJECTIVES 

Three objectives guided the scope of this research. First, we sought to unravel the factors that have contributed to the rise of Twitter data-driven research, focusing on analyzing the use of social media data in academia and its impact on knowledge generation. Secondly, we aim to anticipate future trends in the field by identifying emerging themes and potential areas of growth in research using X data. Finally, we aim to outline the main difficulties that researchers have reported when working with Twitter data, covering concerns related to access, analysis and ethical issues.



METHODOLOGY 

The study consisted of a systematic literature review focusing on the use of Twitter data in scientific research. The process began with a search of the Scopus database, selected for its broad coverage of international and multidisciplinary academic publications. The search strategy included the terms Twitter AND data OR content AND analysis, limiting the results to the years 2019-2023 and to document types such as articles, conference proceedings and book chapters. This initial search yielded a total of 11,058 publications.

In order to refine the results, additional filters were applied to include only publications in English and Spanish and to restrict the search to thematic areas related to the social sciences. These criteria reduced the number of publications to 3,227. The titles and abstracts of these publications were then exported into an Excel file for further analysis. At this stage, a systematic keyword-based process was implemented to align the results with the objectives of the study. Keywords for this filtering process were associated with each objective: to identify factors contributing to the increase in Twitter-based research, terms such as growth, adoption, popularity, increase, impact and use of Twitter were used; to anticipate future trends, terms such as future, emerging issues, opportunities, development and progress were included; while to examine the main difficulties, terms such as challenges, limitations, barriers, access, privacy, ethics and bias were used.

Using Excel formulae, each abstract was automatically scored for the presence of these key terms and those that addressed one or more objectives were flagged for inclusion. The abstracts were then ranked according to the number of objectives they met, with priority given to those that addressed at least two of the objectives of this study. This step allowed us to refine the set to 80 abstracts. Finally, a manual review of these abstracts was performed to verify their relevance and alignment with the study objectives, resulting in the final selection of 43 manuscripts. Table 1 below details the steps involved in the search and selection of articles.

Table 1. Steps for searching and selecting relevant publications









	
	Details
	Code / formula





	Search in Scopus
	Initial search strategy in Scopus focusing on Twitter and data analysis between 2019 and 2023.
	Twitter AND data OR content AND analysis



	Filter by language
	Publications limited to English and Spanish.
	Applied directly in Scopus



	Filter by subject area
	Restricted to areas related to social sciences.
	Applied directly in Scopus



	Filter by keyword (Excel)
	Identification of relevant summaries according to objectives: Factors, Trends and Difficulties.
	=IF(OR(ISNUMBER(SEARCH(“growth”; C2)); ISNUMBER(SEARCH(“adoption”; C2)); ...), “Yes”; “No”) (for each objective)



	Rating
	Prioritizing abstracts that address multiple objectives.
	=COUNTIF(D2:F2; "Yes")



	Manual review
	Review of the 80 most relevant abstracts to ensure alignment with research objectives.
	Non-code subjective assessment of abstracts flagged during filtering.





Source: Own elaboration (2024).

The 43 selected manuscripts were examined using thematic analysis following the methodology of Soaita et al. (2020), which involves systematic coding of data and identification of recurring patterns and themes. To ensure the validity of the thematic analysis, the process was collaborative between the study authors, who discussed and revised the initial codings in several iterative rounds. This allowed emerging categories to be identified and refined, and grouped into broader themes in a consensual manner, thereby reducing the potential for individual bias. In addition, decisions made during the analysis were assessed for their consistency with the study objectives, so that the final themes were directly informed by the manuscript data.



RESULTS 

Research based on social media data has experienced significant growth since 2010, especially in the case of Twitter, which has established itself as a key platform for the analysis of social, political and economic phenomena. This boom responds both to its ability to capture social interactions in real time and to technological advances that have made it possible to handle large volumes of unstructured data with greater precision. However, the increasing reliance on these platforms also poses critical challenges, such as the need to ensure sample representativeness, overcome data access limitations, and address emerging ethical issues. The findings presented below examine the factors behind the growth of research using Twitter data, the trends and opportunities that are shaping the future of the field, and the challenges researchers face in accessing and analyzing it, shaping a landscape that is constantly evolving.


Factors behind the growth of the research using Twitter data

Over the past five years, research based on Twitter’s data has grown rapidly, driven by a combination of technological, social and academic factors. The number of publications in Scopus analyzing Twitter content increased from 1,827 in 2019 to 2,723 in 2023, reflecting a 49% increase that evidences the growing relevance of this platform in academic research. This phenomenon has consolidated Twitter as a key tool for addressing contemporary research questions, offering unprecedented methodological depth in diverse disciplines. Among the most notable factors are the expansion of the platform's reach, defined by its number of users, technological advances, emerging preferences in academia, and the integration of big data analysis in the social sciences.

The global reach and ability to reflect social and global dynamics in real time have been essential to its widespread adoption in scientific research. Nellore et al. (2023) note that the accessibility of this platform has enabled the study of complex and diverse social phenomena, making it an indispensable resource in disciplines ranging from public health to communication studies. Examples of these applications include the analysis of social responses to critical events such as pandemics, political unrest, and natural disasters (Cvetojevic & Hochmair, 2018; Raja et al., 2016). These studies have demonstrated how Twitter data capture the pulse of social interactions at key moments, providing a unique window to study how societies respond to high-impact events. In addition, Henry et al. (2018) highlight that this platform also serves as a channel for the transnational dissemination of information, reinforcing its global relevance in research.

However, Twitter's ability to reflect social dynamics in real time poses significant challenges. The ephemeral and fragmented nature of interactions can introduce bias into analyses, prioritizing emergent narratives while neglecting deeper structural aspects. For example, while Cvetojevic and Hochmair (2018) and Raja et al. (2016) have demonstrated the potential of the platform to analyze social reactions, the risk of overrepresenting the perspectives of active or digitally connected users may exclude less visible communities.

Twitter has also become a space where voices can be amplified and public opinion can be mobilized, challenging traditional forms of information dissemination. Mao et al. (2023), in the context of the COVID-19 pandemic, explore how Twitter's interaction with traditional media helps shape news flows, highlighting the platform's role in disseminating critical information in real time. Yuan (2017), in the context of the U.S. presidential election, emphasizes its role in the analysis of communication patterns, showing how Twitter can be used to identify dynamics in the spread of political messages and predict future trends. In the same vein, Dersan Orhan (2020), by analyzing the reactions to Donald Trump's tweets during his presidency regarding Iran, demonstrates how the platform can act as a real-time barometer to inform strategic decisions, providing a detailed insight into public perceptions on foreign policy issues. In this regard, Efanova (2023), in a study of U.S. digital diplomacy, highlights the use of Twitter as a diplomatic tool, evidencing its role in narrative construction and symbolic negotiation in complex international contexts.

However, these apparent priorities are not without limitations. The increasing use of bots (Ghosh et al., 2023) and automated accounts poses additional challenges, raising doubts about the authenticity of interactions and thus the validity of analyses based on Twitter data. This highlights the need for more robust methods to distinguish between human behavior and automated activity to ensure the reliability of results.

On the other hand, technological advances, from devices with greater storage and processing capacity to more sophisticated algorithms, have strengthened the ability of researchers to analyze the data generated on Twitter. Advanced tools such as machine learning (ML) and natural language processing (NLP) have been instrumental in handling large amounts of unstructured data (Yu & Muñoz-Justicia, 2022). Unstructured data refers to information that does not follow a predefined model, such as large amounts of text. In particular, NLP has emerged as a key method for interpreting textual content on the platform, providing a more nuanced understanding of digital discourse and its context. These innovations have broadened the scope of scholarly analysis, allowing us to explore social dynamics and patterns of communication in greater depth.

At the same time, in their efforts to advance analytical methods, data scientists have relied heavily on Twitter data to test and validate models and algorithms, which has significantly boosted the growth of research based on this platform. For example, Budiharto and Meiliana (2018) used Twitter data related to presidential elections in Indonesia to evaluate the predictive and explanatory power of their models. Similarly, Rangel et al. (2020) used these data to develop models focused on the study of misinformation and fake news. These applications reflect not only a growing interest in digital phenomena, but also a shift in the research paradigm toward more interdisciplinary approaches adapted to the digital environment.

Finally, the integration of big data analytics has redefined the possibilities for social science research. Schroeder and Cowls (2019) and Steinert-Threlkeld (2018) highlight how the use of large Twitter datasets has enabled a more detailed understanding of human behavior and fostered the development of new theoretical models. Applications in financial analysis, such as those of Pagolu et al. (2017) and Zou and Herremans (2023), illustrate the ability of these data to integrate economic theories with advanced computational methods. Similarly, Wang et al. (2019) highlight how Twitter data have linked social and environmental responses in disaster management, reinforcing the value of interdisciplinary approaches.

In sum, the factors behind the growth of Twitter data-driven research reflect a dynamic academic environment in which the platform not only facilitates the exploration of complex social phenomena but also redefines research practices. While technological advances and scholarly interest have solidified its relevance, challenges related to data representativeness and authenticity remain. This invites the scholarly community to continue to innovate in both methodological development and a critical approach to the use of these data to ensure that the opportunities offered by Twitter are used responsibly and effectively.



Trends and opportunities in research with data from X 

Research with Twitter data has experienced a multi-dimensional expansion in recent years, encompassing new application areas and methodological advances. On the one hand, these data have been progressively integrated into a growing number of disciplines, finding applications in fields such as public health, disaster management, environmental studies, and predictive analytics. On the other hand, data mining and analysis methods have become increasingly sophisticated, enabling more accurate predictions and more transparent representations. Machine learning techniques have emerged as essential tools for analyzing large volumes of structured and unstructured data with remarkable accuracy. At the same time, their conceptual scope has evolved, leaving behind purely descriptive approaches and giving way to the construction of more complex theoretical models that offer innovative perspectives on social and global phenomena.

A clear example of this multidisciplinarity is public discourse analysis. In this area, Fütterer et al. (2023) and Hu et al. (2021) have demonstrated how computational methods facilitate the exploration of collective attitudes and perceptions on topics of common interest. These applications reflect not only the versatility of the platform, but also the growing recognition of its potential to address complex problems from multiple disciplines in an integrated manner.

The rise of interdisciplinary applications of X data highlights its potential to address complex problems from multiple perspectives. However, it also raises the challenge of integrating findings from different methodologies and priorities. For example, disaster management may use X data to monitor immediate responses and coordinate actions, while public health studies may focus on long-term impacts on collective well-being. Far from being an obstacle, this methodological diversity underscores the need to develop analytical frameworks that link seemingly disparate findings to build more complete narratives that reflect the inherent complexity of social and global phenomena.

In parallel, technological developments have redefined the methods for analyzing X data, prioritizing advanced techniques such as ML and NLP. Ioannides et al. (2023) highlight that NLP has seen a steady increase in adoption due to its ability to extract patterns from the dynamic and often informal language of X. This method has proven essential for sentiment analysis, prediction, and understanding complex social dynamics. Figure 1 shows how NLP has outperformed other methods, such as support vector machines (SVM) and decision trees, both of which have seen significant declines in recent years. Nguyen et al. (2024) note that deep learning (DL) peaked in adoption in 2022, although its use declined slightly in 2023, suggesting a possible maturation of these methods.





Figure 1. Trends in the use of analytical methods in Twitter data (2019-2023).
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Source: Scopus’ dababase.

Although advanced tools such as NLP and DL have enabled more efficient handling of X-generated data, their increasing reliance in research poses challenges related to the opacity of these methods. The "black box" of algorithms used in ML and DL can make it difficult to interpret and replicate results, thus compromising scientific transparency (Mazhar & Dwivedi, 2024). Therefore, when choosing a tool for X content analysis, it is important for researchers to consider not only the efficacy of these tools, but also how to communicate their limitations and methodological choices.

Methodological advances aside, the trend toward cross-platform analysis is shaping a more diverse landscape for academic research. Figure 2 compares the frequency of publications based on data from X, Instagram, TikTok, and WeChat between 2019 and 2023. While X peaked in 2021, 2022 shows a significant slowdown in its use in research, which may signal a maturity phase in its adoption. In contrast, TikTok and Instagram show sustained growth, with TikTok standing out for its ability to capture the social dynamics of younger audiences through visual and participatory formats. Sinnenberg et al. (2017) suggest that while X remains irreplaceable for certain types of research, diversification to these platforms offers new opportunities to explore social phenomena from a comparative perspective.

Figure 2. Comparison of publications based on social media data (2019-2023)
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Source: Scopus’ database.

Looking to the future, the integration of advanced artificial intelligence platforms such as OpenAI's GPT, IBM Watson, and Julius.ai promises to revolutionize X data research. These tools not only automate complex processes, but also enable more sophisticated analysis of large volumes of textual data. According to Nguyen et al. (2024), combining NLP and DL with advanced AI models could transform sentiment analysis and social trend prediction. However, this transition to artificial intelligence raises ethical and epistemological questions that require critical reflection on the transparency and impact of these technologies on social research.

Finally, future opportunities for research with X data will depend on the ability of researchers to develop more sophisticated and ethically responsible methodologies. The dynamic and ephemeral nature of X data presents unique challenges for collection and analysis, especially given the limitations imposed by the platform's API and the demographic biases of its user base. Dixon (2023) warns that X's declining popularity among young users may limit its representativeness in studies focused on youth culture, underscoring the need to diversify data sources and adapt methodologies to new platforms.

In sum, the trends and opportunities in X data-driven research reflect a constantly evolving field characterized by a balance between methodological innovation and adaptation to a diversified digital ecosystem. While X remains a valuable source of knowledge generation, the growth of alternative platforms and advances in artificial intelligence promise to expand the horizons of academic research into more inclusive and interdisciplinary areas. Figures 1 and 2 show how these dynamics are reshaping the landscape, underscoring the importance of a critical and flexible approach to maximizing the potential of social media data in a global context.



Challenges in accessing and analyzing data from X 

Despite the many opportunities offered by X data analysis for scientific research, this field faces challenges related to data access, sample representativeness, and methodological and ethical complexities. These challenges have not only conditioned the evolution of research, but have also required critical reflection on the methodologies employed and the epistemological implications of working with social media data. These implications relate to how the intrinsic characteristics of social media —such as the unstructured nature of the data, the inherent biases in the representation of certain social groups, and the volatility of digital interactions— can influence the research questions, the interpretation of the results, and the construction of knowledge, raising questions about the validity, generalizability, and theoretical scope of the findings derived from these data.

One of the main obstacles is limited access to data. Since the early stages of Twitter-based research, restrictions imposed by its API have made it difficult to obtain complete and deep datasets. Weller (2014) highlights that these restrictions force researchers to rely on third-party tools, such as CrowdTangle or NodeXL, which can introduce biases and compromise the integrity of the results. De Vreese and Tromble (2023) point out that while these external tools circumvent some limitations, they present their own challenges, such as inconsistencies in the quality of data collected, additional costs, and processing difficulties. These barriers not only complicate data collection, but also create inconsistencies between studies using different approaches and tools, reducing the comparability of results (Maci et al., 2024). In addition, the increasingly restrictive access policies of X not only limit the ability to obtain data in real time and in a comprehensive manner, but also discourage the academic community from considering it as a viable source for future research. This trend threatens to erode X's relevance as an analytical tool in favor of more accessible and transparent platforms.

Access to data is not the only issue. The representativeness of samples also raises important concerns. Twitter's user base, which traditionally has higher incomes and education levels than the general population, introduces a significant demographic bias (Blank, 2017; McLachlan, 2024). This bias affects the validity of studies that attempt to extrapolate findings to larger or more representative populations. Furthermore, recent demographic changes in the composition of Twitter users exacerbate this problem, limiting the applicability of research that relies on diverse representation. Dixon (2023) warns that the decline in Twitter use among younger audiences may affect its usefulness in studies focused on youth culture, requiring a reevaluation of the platform as a data source.

The decline of young users on Twitter raises not only practical challenges, but also theoretical questions about how to interpret the data generated by a platform whose demographic profile is rapidly changing. While young users tend to be a key group for studies related to culture, trends, and digital consumption, their migration to other platforms such as TikTok and Instagram suggests that Twitter may be losing relevance as a space for social interaction for these segments. This phenomenon not only limits the representativeness of the data, but also calls for a rethinking of what types of social dynamics can be effectively captured on the platform, and which may be underrepresented or absent in future studies.

These issues are compounded by ethical challenges related to privacy and consent. Nellore et al. (2023) highlights that the use of social media data raises complex dilemmas, particularly with regard to the protection of personal data and compliance with evolving regulations. This ethical landscape has become more complicated due to growing public awareness of the risks associated with handling personal data and the need for stricter standards. Bluemke et al. (2023) suggest that regulatory pressure and public scrutiny will force researchers to implement more rigorous strategies to ensure ethical compliance and transparency in their methods.

In addition, the methodologies used to collect and analyze data present additional limitations. Cleaning and organizing large amounts of unstructured Twitter data requires sophisticated and often costly processes that consume significant time and resources. Kim et al. (2013) highlight that these steps, if not handled carefully, can introduce additional biases that affect the accuracy and reliability of analyses. The growing presence of bots and automated accounts on the platform further complicates this scenario, as these actors generate content that does not reflect real human behavior, skewing the conclusions of studies.

Finally, challenges related to data integrity and sampling strategies are also significant. The abundance of data on Twitter does not necessarily guarantee its quality or relevance. Researchers must be critical of the inherent limitations of available data and methodologies. Rivadeneira (2023) argues that concerns about representativeness and ethics require continuous revision of research practices to adapt to changes in the digital ecosystem.

Taken together, these challenges highlight the need for more sophisticated and ethically responsible methods to maximize the potential of Twitter data in scientific research. While the barriers are significant, they also present opportunities for innovation in study design and the development of analytical tools to overcome these limitations. In an ever-changing digital context, the ability of researchers to adapt and anticipate new challenges will be critical to ensuring the relevance and impact of their scholarly contributions.




DISCUSSION AND CONCLUSIONS 

This literature review comprehensively addresses the factors that have driven the rise of Twitter data-driven research, the emerging trends in this field, and the main difficulties faced by the academic community when working with this type of data. Based on the stated objectives, the findings reflect how the platform has transformed the generation of academic knowledge, characterized by its ability to capture social dynamics in real time and provide unprecedented access to public discourses, not without limitations.

The analysis of the factors that have contributed to the growth of research using Twitter data shows that the combination of accessibility, technological advances, and academic interest in understanding contemporary social phenomena has strengthened its adoption. However, the results also show that limited access to the data, limitations imposed by the API, and reliance on third-party tools have limited the scope of this research. These barriers affect not only the quality and consistency of the studies, but also their ability to capture complete and unbiased representations of social reality. This scenario raises the need to develop approaches that reduce these limitations and ensure more robust and comparable analyses.

In terms of future trends, the results point to a diversification of data sources, with a growing interest in platforms such as TikTok and Instagram. This phenomenon responds in part to the demographic shifts in Twitter's user base and the different interaction dynamics offered by other platforms. Exploring a cross-platform approach, identified as an emerging trend, promises to broaden the understanding of social dynamics and allows us to compare patterns of public participation in different digital environments. This perspective offers an opportunity to enrich the analysis, but also requires consistent methodological tools that allow the integration of data from heterogeneous sources.

Finally, in terms of difficulties reported by researchers, the findings highlight that, in addition to challenges in accessing data, there are ethical concerns related to privacy and consent. The increasing use of bots and automated accounts complicates the authenticity of the data collected and raises questions about its validity in representing real human behavior. These difficulties, along with the need to ensure transparency and interpretability in the use of advanced tools such as machine learning, underscore the importance of establishing clear standards for the ethical use of social media data.

In this context, the design of specific methodologies that address the demographic biases identified in the Twitter data is proposed. These methodologies could include sampling strategies that explicitly consider the demographic and behavioral characteristics of users, as well as analytical techniques that compensate for the underrepresentation of certain groups. It is also recommended that clear and widely accepted ethical standards be promoted to guide research based on social media data. This includes the implementation of protocols that ensure responsible use of privacy, informed consent, and minimization of potential harm to the communities being studied.

In summary, the objectives of this review are reflected in the findings, which highlight both the opportunities and the limitations of using X-data for academic research. This exercise not only demonstrates the relevance of the platform for interdisciplinary knowledge production, but also invites us to reflect on the need to adapt research practices to an ever-changing digital landscape. Connecting the results with future trends, reported difficulties, and practical recommendations allows us to outline a path that prioritizes functional methodological approaches, ethical considerations, and a critical understanding of social dynamics in an ever-changing digital environment.
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