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Odio en linea: cartografia de la violencia
simbdlica juvenil en el ecosistema digital

RESUMEN

Introduccion: El discurso de odio encuentra en internet un espacio propicio para su expansion. La dificultad
para identificar a los agresores, unida a la rapidez con la que se difunden los mensajes en redes sociales,
contribuye a la persistencia y normalizacién de esta forma de violencia. Los jovenes se convierten en un grupo
de especial interés para el andlisis, dada su elevada exposicién y su papel activo en los espacios de interaccidn
online. Metodologia: El estudio consistié en una encuesta representativa a nivel nacional realizada a una
muestra de 1.205 jévenes de entre 16 y 29 aios. La recogida de informacidn se efectud entre marzo y abril de
2023, a través de entrevistas online asistidas por ordenador (CAWI, por sus siglas en inglés). Resultados: Los
resultados revelan que mas de la mitad de los participantes ha recibido comentarios negativos relacionados
con su aspecto fisico o forma de vestir. Las mujeres presentan una mayor vulnerabilidad ante agresiones
vinculadas tanto al género como a aspectos estéticos. También se observa una elevada exposicién entre
quienes se identifican con ideologias de izquierdas. Un 83 % de los encuestados admite haber practicado la
autocensura como medida preventiva para evitar conflictos en redes sociales. Discusidon y conclusiones: El
estudio evidencia una preocupante normalizacion del discurso de odio en internet, donde los ataques se
articulan principalmente en torno al género y la ideologia politica. Resulta urgente desarrollar estrategias de
prevencion y promover una educacién digital critica, orientada a proteger a los colectivos vulnerables y a
fomentar una participacién segura en el espacio digital.

Palabras clave: discurso de odio; violencia digital; exclusion; redes sociales; jovenes; inmigracion; género.

ABSTRACT

Introduction: Hate speech finds a favorable space for its expansion on the internet. The difficulty in identifying
aggressors, combined with the speed at which messages spread on social media, contributes to the persistence
and normalization of this form of violence. Young people become a group of particular interest for analysis due
to their high exposure and active role in online interaction spaces. Methodology: The study consisted of a
nationally representative survey conducted with a sample of 1,205 young people aged 16 to 29. Data collection
was carried out between March and April 2023 through computer-assisted web interviews (CAWI). Results:
The findings reveal that more than half of participants have received negative comments related to their
physical appearance or clothing style. Women show greater vulnerability to attacks linked to both gender and
appearance. High exposure is also observed among those who identify with left-wing ideologies. 83 % of
respondents admit to practicing self-censorship as a preventive measure to avoid conflicts on social media.
Discussion and Conclusions: The study highlights a concerning normalization of hate speech on the internet,
where attacks are mainly centered around gender and political ideology. It is urgent to develop prevention
strategies and promote critical digital education aimed at protecting vulnerable groups and fostering safe
participation in the digital space.

Keywords: hate speech; digital violence; exclusion; social media; youth; immigration; gender.

Revista Latina de Comunicacién Social, 84 https://doi.org/10.4185/rlcs-2026-2550



https://doi.org/10.4185/rlcs-2026-2550

Odio en linea: cartografia de la violencia
simbdlica juvenil en el ecosistema digital

1. INTRODUCCION
1.1. Definicién y clasificacion del discurso de odio

La Organizacién de las Naciones Unidas (ONU) define el discurso de odio como cualquier forma de
comunicacion —oral, escrita o basada en el comportamiento— que constituya un ataque contra una persona
o grupo debido a su religidn, origen étnico, nacionalidad, raza, color, ascendencia, género u otro factor
identitario (ONU, 2019, p. 3). Esta definicidn pone el foco en los elementos de agresiéon simbdlica vinculados a
la identidad del sujeto.

Desde una perspectiva mads analitica, Kaufman (2015, citado en Bustos Martinez et al., 2019) propone que un
discurso puede considerarse de odio si cumple cuatro criterios fundamentales: (1) se dirige a un grupo
histéricamente vulnerable o discriminado, (2) humilla simbolos representativos de dicho grupo, (3) incita a la
denigracién de sus miembros y (4) presenta una intencidn explicita de exclusién. Esta caracterizacion afade un
componente intencional y contextual al concepto.

Investigaciones recientes matizan estas aproximaciones centradas exclusivamente en colectivos vulnerables.
Fuentes Osorio (2024) demuestra que en aproximadamente el 50 % de los casos, los discursos de odio no se
dirigen a grupos tradicionalmente discriminados, y que la ideologia emerge como el principal motor de su
produccién. Esta constatacién sugiere una ampliacion del fenédmeno, que trasciende los marcos clasicos de
discriminacidn y se articula en torno a conflictos politicos o ideoldgicos.

A su vez, Sponholz (2022) advierte que el discurso de odio no debe entenderse Unicamente por el vocabulario
gue emplea, sino por el sentido discriminatorio que adquiere en un contexto determinado. Es decir, lo
relevante no son solo las palabras, sino la carga simbdlica, el efecto social de la accién comunicativa y su
capacidad para estigmatizar o excluir.

Otros autores han contribuido con propuestas de clasificaciéon que permiten entender mejor la complejidad del
fendmeno. Mird Llinares (2016) distingue entre discursos con fines discriminatorios y aquellos que, aun sin
perseguir la exclusidn, contienen violencia simbdlica, atendiendo asi al origen y motivacion del discurso.
Ademads, identifica los motivos mas frecuentes de criminalizacién: el atentado contra el honor o la dignidad de
una persona, la denigracidn por pertenecer a un determinado grupo y la humillacién colectiva.

En esta misma linea, Esquivel Alonso (2016) clasifica los discursos de odio en tres grandes categorias: (1) odio
racial y étnico, (2) odio por nacionalidad o religidon y (3) odio por género u orientacion sexual. Una clasificaciéon
similar es la de Pahor de Maiti et al. (2023), quienes analizan a los haters —generadores de discursos de odio—
motivados principalmente por la etnicidad, la religién o la orientacidn sexual. Por su parte, Assimakopoulos
(2017) y Moreno Lépez y Morales Calvo (2022) coinciden en sefialar como principales detonantes del discurso
de odio la pertenencia cultural o étnica y la orientacidn sexual, pero afladen un factor especialmente relevante,
la apariencia fisica. Dentro de esta Ultima categoria destacan los elementos visualmente perceptibles, como los
rasgos corporales, la forma de vestir o el estilo personal, que influyen en la percepcién social de los individuos
y los convierten en blancos potenciales de hostilidad.

Estas formas de discriminacion visual y simbdlica se relacionan estrechamente con el slut-shaming, una practica
gue estigmatiza a quienes no se ajustan a los modelos tradicionales de feminidad, particularmente en lo
relativo al comportamiento sexual. La forma de vestir o proyectar la sexualidad puede interpretarse como una
transgresion de las normas de género, lo que activa mecanismos de sancién social como el juicio moral, la
exclusién o la humillacién publica. Asi, el slut-shaming opera no solo como una forma de control del cuerpo y
la conducta, sino también como una manifestacién especifica del discurso de odio basado en el género. Una
revisiéon reciente (Miano y Urone, 2023), basada en el protocolo PRISMA, analizé 19 estudios seleccionados
entre 585 articulos extraidos de las bases de datos Scopus y Web of Science. El analisis cualitativo reveld que
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normas de género rigidas y la existencia de un doble estdndar sexual son factores clave que explican la
exposiciéon al slut-shaming. Las adolescentes, mujeres jovenes y personas LGBTQl+ son las mas vulnerables y
guienes sufren consecuencias mas graves. En este contexto, el slut-shaming funciona como un mecanismo de
control social que castiga a quienes adoptan un comportamiento sexual considerado inapropiado para lo
femenino (como tener multiples parejas o mostrar una actitud sexual activa), reafirmando asi los roles y normas
tradicionales de género. Otros estudios confirman el impacto del slut-shaming en el bienestar fisico y
psicoldgico de las nifias desde la adolescencia (Goblet y Glowacz, 2021).

1.2. Canales de difusién y normalizacion del discurso de odio

La expansion de los discursos de odio ha encontrado en Internet —y particularmente en las redes sociales—
un canal rdpido, eficaz y practicamente sin limites para su propagacion (lgareda Gonzdlez, 2022). Este
fendmeno esta estrechamente vinculado al auge de las tecnologias de la informacidon y la comunicacion (TIC),
y mds concretamente, a la consolidacidon de las redes sociales en la ultima década como espacios de
comunicacion, interaccion y construccién de comunidades (Ramirez-Garcia et al., 2022).

Entre los factores que favorecen la difusién de estos discursos en el entorno digital destacan el anonimato, que
puede facilitar la impunidad (Moreno Lépez y Arroyo-Lopez, 2022), asi como otras caracteristicas inherentes a
la comunicacién online. Por ejemplo, la desconexion del espacio fisico genera una sensacién de lejania
emocional, lo que reduce la empatia y favorece la emisién de comentarios ofensivos sin conciencia plena de
sus consecuencias. Esta distancia psicolégica y la aparente ausencia de riesgo convierten las plataformas
digitales en entornos percibidos como seguros para expresar discursos de odio (Falxa, 2014). A ello se suma la
complejidad legal de regular estas conductas en un medio etéreo y transnacional como Internet. Como
advierten Jubany y Roiha (2018), la ausencia de fronteras claras y de marcos temporales definidos dificulta la
aplicacion de normas juridicas eficaces, lo que limita la capacidad de actuacion frente a estas practicas.

Ademas, el apoyo y la validacion dentro de comunidades virtuales contribuyen a su legitimacidn, especialmente
cuando estos discursos son promovidos o respaldados por actores institucionales, como ocurre tanto en Espafia
como en otros paises europeos con partidos de extrema derecha o derecha radical respecto a las ideas racistas
o xendfobas (Camargo Fernandez, 2021; Said-Hung et al., 2023). Este fendmeno se asemeja a las dindmicas de
cohesion grupal, en las que el respaldo explicito de determinadas fuerzas politicas reduce la percepcién de
gravedad de estos discursos y favorece su circulacion sin penalizacién simbdlica (Bustos Martinez et al., 2019,
pp. 38-39).

Uno de los factores clave en la propagacion del discurso de odio es el papel que juegan las plataformas digitales
como canales de distribucién, especialmente aquellas con un alto nivel de interaccién y escasa moderacién de
contenidos. Estas redes no solo amplifican los mensajes discriminatorios, sino que también crean entornos
propicios para su normalizacion y reproduccion sistematica. En este sentido, Pifieiro-Otero y Martinez-Rolan
(2021) sefalan que plataformas como X (anteriormente Twitter) se han convertido en espacios altamente
toéxicos, utilizados por agresores que intensifican sus ataques cuando las victimas estan directamente
expuestas, lo que genera una forma de violencia mas publica y humillante.

Del mismo modo, TikTok se ha consolidado como otro de los canales mas proclives a la difusién de contenidos
discriminatorios, segun apuntan Garcia-Prieto et al. (2024). La falta de regulacién efectiva y la inmadurez del
publico predominante en esta red contribuyen a que se convierta en un espacio donde la violencia simbdlica
circula con facilidad. Este contexto permite que incluso jovenes que rechazan la violencia fisica toleren e
interioricen la violencia verbal o simbdlica, especialmente aquella dirigida contra la apariencia fisica, la
identidad cultural o la orientacién sexual (Moreno Lopez y Arroyo Lopez, 2022). De acuerdo con lo anterior, las
redes sociales no solo facilitan técnicamente la circulacidn de discursos de odio, sino que también moldean los
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marcos sociales y afectivos que permiten su aceptacién o banalizacidén, generando un ecosistema en el que la
violencia simbdlica se presenta como parte normalizada del intercambio digital.

1.3. Factores de vulnerabilidad frente al discurso de odio

1.3.1. Edad: jovenes y adolescentes como grupo vulnerable y activo en la difusion de odio digital

Uno de los factores que mas afecta a la vulnerabilidad frente al discurso de odio es la edad. Los jovenes y
adolescentes forman uno de los colectivos mas expuestos. Esta exposicidon guarda una relacion directa con el
tiempo que pasan conectados y con la intensidad en el uso de las redes sociales, que representan hoy su
principal entorno de interaccidn. Segun el estudio de IAB Spain (2025), los jévenes figuran como los principales
usuarios de estas plataformas. Por su parte, el informe de Save the Children (2024) sefiala que cerca del 90 %
de los adolescentes accede a Internet varias veces al dia, y un 20 % afirma que permanece conectado de forma
casi permanente.

Esta elevada presencia digital se traduce en una mayor probabilidad de experimentar riesgos en linea. El
Informe sobre Seguridad Online de Microsoft (2025) muestra que el 66 % de los jovenes ha vivido alguna
situacién de riesgo digital, y situa el discurso de odio como el segundo mds frecuente, solo superado por la
desinformacidn. Este tipo de violencia simbdlica afecta especialmente a chicas adolescentes y a jévenes del
colectivo LGTBIQ+, que presentan niveles mas altos de exposicion y son blancos frecuentes de ataques.

Sin embargo, el rol de la juventud en relacion con el discurso de odio no se limita al de victimas. Diversos
estudios alertan también sobre su papel como emisores de estos mensajes. Wachs et al. (2022) subrayan que
la presidn de grupo es uno de los factores mas determinantes en este comportamiento. Esta presion es
especialmente fuerte en la adolescencia, donde la busqueda de reconocimiento o aceptacion puede empujar
a los jévenes a reproducir discursos de odio como una forma de encajar socialmente y evitar el aislamiento. El
sentido de pertenencia a un grupo también refuerza estas dindmicas, ya que permite justificar
comportamientos que, en otros contextos, serian socialmente inaceptables. En este marco, la accién colectiva
actua como mecanismo de validacién: quienes emiten discursos de odio perciben que estos generan impacto,
visibilidad y debate, lo que refuerza su motivacidn para continuar con este tipo de practicas. A este escenario
se suma una limitada capacidad para gestionar emociones negativas como la frustraciéon, en muchos casos
derivada de una escasa educacidn emocional. Esta carencia puede desembocar en reacciones impulsivas,
agresivas o incluso vengativas, facilitando asi la propagacion de discursos de odio entre los propios jovenes.
Todo ello pone de relieve la necesidad de abordar el fendmeno desde un enfoque integral, que combine la
alfabetizacién digital, la educacién emocional y la promociéon de una cultura de respeto y convivencia,
especialmente en los espacios donde los jovenes construyen su identidad y sus relaciones sociales.

1.3.2.Género e orientacion sexual: mujeres y personas no heterosexuales como objetivos preferentes
del odio en la red

El género constituye otro de los factores clave que determinan la exposicién diferencial al discurso de odio.
Como sefialaba Esquivel Alonso (2016), existe una categoria especifica dentro de estos discursos que se dirige
a cuestiones de género y orientacion sexual. Diversos estudios respaldan esta afirmacion. Segun datos del Pew
Research Center (Duggan, 2017), el 20 % de las mujeres entre 18 y 29 afios sufrid alguna forma de acoso en
linea, mientras que en los hombres de esa misma franja de edad la cifra desciende al 9 %. El informe también
revela que el 53 % de esas mujeres recibid imagenes sexuales explicitas no solicitadas, frente a un 37 % de los
hombres que reportaron experiencias similares. Estas practicas suponen formas especificas de violencia
simbdlica que afectan de manera significativamente mayor a las mujeres jévenes. Un ejemplo de ello son las
manifestaciones de lenguaje intimidatorio contra mujeres andnimas que se vierten a causa de su aspecto fisico
o de la eleccidn de su look (Romo Parra et al., 2023). Esta realidad se percibe especialmente en la esfera gaming
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dentro de internet. Segun De Lima-Vélez et al. (2023) son frecuentes los discursos de odio, especialmente
contra las jugadoras, debido a su apariencia y a su eleccidén de ropa durante su exposicién mientras juegan.

Las victimas de este tipo de acoso suelen manifestar consecuencias psicoldgicas o recurren a estrategias de
autocensura, efectos documentados por Vazquez Barrio et al. (2020) y Martinez-Valerio y Mayagoitia Soria
(2021). Esta autocensura se intensifica en un entorno digital donde domina la llamada vigilancia horizontal,
ejercida por los propios usuarios de las plataformas. Segun Correcher Mira (2020), este fenédmeno, en
combinacidn con la cultura de la cancelacion, refuerza el control social sobre la expresion personal en red.

En estos escenarios, la impunidad de los agresores contrasta con la vulnerabilidad de las victimas, que muchas
veces optan por guardar silencio para evitar consecuencias sociales o personales. Esta dindmica remite
directamente a la teoria de la espiral del silencio formulada por Noelle-Neumann (1993), que explica cémo las
personas tienden a reprimir sus opiniones cuando perciben que estas no coinciden con las de la mayoria
dominante.

Segun Hernandez Prados et al. (2024), las mujeres muestran una mayor conciencia sobre la presencia de
discursos de odio en las redes y sobre las plataformas en las que estos proliferan. Esta mayor percepcién podria
explicarse por el hecho de que ellas han sido histéricamente las principales destinatarias de discursos
discriminatorios, en particular aquellos relacionados con su sexualidad, imagen publica o adecuacién a los
canones de belleza contempordaneos.

Por su parte, Esteban-Ramiro y Moreno-Lépez (2023) afirman que la exposicion de mujeres y personas no
heterosexuales al discurso de odio supera ampliamente la de los hombres heterosexuales. Esta diferencia
puede relacionarse con la forma en que se vinculan a los espacios digitales. Como destacan Torrecillas-Lacave
et al. (2022), las mujeres tienden a utilizar mas servicios de comunicacién que permiten interactuar, compartir
contenidos propios y expresarse publicamente, lo que incrementa su visibilidad y, por ende, su exposicién a
ataques simbdlicos.

En conjunto, estos datos evidencian que el género y la orientacidn sexual no solo influyen en la probabilidad
de ser blanco de discursos de odio en linea, sino que también condicionan la forma en que estas agresiones
son vividas, percibidas y gestionadas. Esta vulnerabilidad estructural requiere ser abordada desde politicas
publicas, marcos regulatorios y estrategias educativas que reconozcan la violencia simbdlica como una forma
real de dafio, y promuevan entornos digitales mds equitativos, seguros e inclusivos para todas las identidades.

1.3.3. El racismo digital como herramienta de exclusion

El origen étnico y la condicidon migrante constituyen variables clave en la configuracion del discurso de odio en
redes sociales. Tras la adquisicion de la plataforma X (antes Twitter) por Elon Musk, Hickey et al. (2025)
registraron un aumento significativo de contenidos discriminatorios, con un fuerte incremento de mensajes
racistas, homofobos y transfébicos, lo que situd al colectivo LGTBIQ+ y a las personas migrantes como objetivos
principales de la agresion simbdlica. Como sefialan Rivera-Martin et al. (2022), en el caso del colectivo LGTBIQ+,
estas agresiones no solo se manifiestan mediante insultos y amenazas, sino también a través del rechazo hacia
identidades de género no normativas, lo que da lugar a un tipo de LGTBI-fobia que deslegitima su existencia
bajo el disfraz de opinidn personal. En esta linea, el estudio de Unlu et al. (2025), centrado en el discurso de
odio en linea en Finlandia, analiza mensajes dirigidos especificamente a la comunidad LGBTQ+ en la plataforma
X. Los resultados muestran que este colectivo aparece representado como una amenaza a las normas y valores
tradicionales, lo que refuerza estigmas y promueve narrativas de exclusién.
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En el caso de las personas migrantes, los datos del Observatorio Espafiol del Racismo y la Xenofobia (2024)
ofrecen un panorama igualmente preocupante. Su Primer Informe Anual de Monitorizacion del Discurso de
Odio en Redes Sociales reveld que las principales plataformas digitales (X, Facebook, Instagram, TikTok y
YouTube) no retiraron mas de la mitad de los contenidos denunciados por incitacién al odio, a pesar de haber
sido identificados como potencialmente delictivos. El informe también subrayé que los principales colectivos
atacados fueron la poblacidn de origen norteafricano y el colectivo musulman en general, siendo la islamofobia
una de las formas mas frecuentes de agresion. Estos discursos buscan deshumanizar a las personas migrantes,
en especial a aquellas de origen marroqui, y asociarlas con la inseguridad ciudadana, generando una percepcion
de amenaza constante que favorece la polarizacién social.

El discurso de odio hacia la poblacién migrante no se articula solo desde usuarios anénimos, sino también desde
comunidades virtuales estructuradas que reciben validacién y apoyo institucional. De este modo, y a diferencia
de lo afirmado por Fluck (2017), quien concedia una importancia menor al papel de la ideologia en la
conformacion del discurso de odio, se evidencia que la corriente politica e ideoldgica, incide, tal como afirman
Wachs et al. (2022) en la perpetracion de este discurso. En este sentido, Camargo Fernandez (2021), Said-Hung
et al. (2023), Matarin Rodriguez-Peral et al. (2025) y Pérez-Escolar et al. (2025), entre otros, advierten del papel
gue desempefian las formaciones politicas de extrema derecha en Espafia y en Europa en la normalizacién y
difusion de mensajes racistas y xendfobos. Estas dindmicas se asemejan a mecanismos de cohesidn grupal,
donde el respaldo explicito de lideres politicos resta gravedad a los discursos de odio y favorece su legitimacién
publica (Bustos Martinez et al., 2019, pp. 38-39).

Partidos como Vox utilizan activamente redes como X, YouTube, TikTok o Instagram para senalar a los
migrantes como una amenaza directa al estado del bienestar, empleando el miedo como estrategia de
movilizacion politica (Gonzalez-Castro, 2023). Seguin Garcia Gonzalez (2022), esta narrativa deshumaniza a las
personas migrantes, presentandolas, por un lado, como culpables de su propia situacidn, y por otro, como una
carga potencial para los paises que las acogen. Ademas, estos discursos no se dirigen de forma uniforme a toda
la poblacién migrante. Como explica Aranda (2023), Vox articula su hostilidad principalmente hacia los
migrantes que no forman parte de su concepto de “hispanosfera”, centrado en paises de América Latina. Esto
les permite construir un enemigo especifico —los paises y comunidades de mayoria musulmana—, y enfocar
asi sus ataques en una direcciéon concreta sin rechazar abiertamente la migracién en su totalidad. En este
marco, la religién actia como un filtro de aceptacion o rechazo, al convertirse en el criterio principal para definir
al “otro”.

Fuentes-Lara y Arcila-Calderdn (2023) concluyen que en Espafia la aceptacion social del discurso islaméfobo en
redes suele ir acompanada de otras formas de odio que profundizan la polarizacién social, una realidad que,
segun los autores, no se reproduce con la misma intensidad en otros paises europeos como Francia. Este
fenédmeno refleja la especificidad del contexto espafiol, donde el racismo digital, especialmente cuando se
disfraza de preocupacion por la seguridad o la identidad nacional, cuenta con un grado preocupante de
legitimacion publica.

En conjunto, estos datos muestran que el origen étnico y la condicidn migrante no solo son factores que
incrementan la vulnerabilidad al discurso de odio en redes, sino que también se han convertido en ejes
centrales de narrativas polarizadoras con fuerte carga ideoldgica. La instrumentalizacidn politica del racismo y
la xenofobia, sumada a la inaccion o complicidad de ciertas plataformas digitales, contribuye a la normalizacion
de estos mensajes y refuerza la exclusidon simbdlica de colectivos ya marginados.
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El marco tedrico analizado permite comprender que el discurso de odio en redes sociales no afecta a todos los
grupos por igual, sino que se dirige preferentemente contra colectivos histéricamente marginados, como
mujeres, personas LGTBIQ+, jovenes y personas migrantes o de origen étnico no mayoritario. Estas agresiones
simbdlicas se producen en un entorno digital que no solo amplifica su alcance, sino que en muchos casos las
legitima y normaliza, ya sea por la falta de regulacion efectiva, por la validacidn social entre usuarios, o por su
instrumentalizacidon con fines politicos. Frente a este panorama, se hace imprescindible adoptar un enfoque
integral que combine politicas publicas, educacién emocional, alfabetizacidn digital y acciones institucionales
coordinadas, con el fin de construir espacios digitales mas seguros, inclusivos y respetuosos con la diversidad.

2. OBIJETIVOS

La presente investigacion esta conformada por un objetivo general y cuatro objetivos especificos que se
exponen a continuacion:

e Analizar cdmo se manifiesta el discurso de odio en redes sociales hacia los jévenes espafioles, con el fin
de identificar los motivos que lo provocan, los factores individuales que incrementan la vulnerabilidad
de ciertos colectivos y las medidas adoptadas para prevenir su victimizacion.

Los objetivos especificos que guian esta investigacion son los siguientes:

e OE1. Determinar el grado en que los usuarios jovenes han sido victimas de comentarios hostiles o
discriminatorios en redes sociales.

e OE2. Identificar las principales razones que motivan los ataques, tales como el género, la orientacién
sexual, la ideologia politica, el aspecto fisico, el origen étnico o las creencias personales.

e OE3. Determinar qué factores individuales incrementan la probabilidad de recibir comentarios
negativos para detectar qué grupos sociales resultan mas vulnerables al discurso de odio en el entorno
digital.

e OE4. Investigar las precauciones que adoptan los usuarios jévenes en las redes sociales para prevenir
ser victimas del discurso de odio online.

3. METODOLOGIA

Para la realizacion de este estudio se utilizé una encuesta representativa a nivel nacional, dirigida a jévenes de
entre 16 y 29 afios residentes en Espaiia. El trabajo de campo fue subcontratado a la empresa especializada
GAD3, encargada de la ejecucidon técnica de la recogida de datos. La muestra estuvo compuesta por 1.205
personas y fue construida siguiendo cuotas de sexo y edad, de acuerdo con los datos del Instituto Nacional de
Estadistica (INE) actualizados a julio de 2021, con el objetivo de garantizar la representatividad del universo
poblacional analizado.

La distribucidon de la muestra fue equilibrada en términos de sexo (48,7 % mujeres y 51,3 % hombres) y edad.
Un 33,3 % de los encuestados tenia entre 16 y 19 anos, un 32,6 % entre 20y 24 afios, y un 34,1 % entre 25y 29
anos. El margen de error de la encuesta es del 2,9 %, con un nivel de confianza del 95,5 % (dos sigmas), bajo la
hipdtesis de muestreo aleatorio simple y maxima indeterminacién (P =Q =0,5).

El trabajo de campo se llevd a cabo en marzo y abril de 2023 mediante entrevistas online autoadministradas a

través del sistema CAWI (Computer Assisted Web Interviewing). El cuestionario incluyé 45 preguntas cerradas
y la duracién media de cada entrevista fue de entre 15 y 20 minutos.
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Para medir el grado de influencia de las variables (1) etaria, (2) ideoldgica y (3) de género sobre las variables
dependientes, se ejecutaron regresiones logisticas binarias. Dado el caracter cualitativo y dicotémico de las
variables dependientes (reducidas a las categorias de Si / No, asumiendo la categoria No sabe / No contesta
como valor perdido), los calculos mediante regresion logistica resultan los mas apropiados. Para ello, también
se tuvieron que convertir todas las variables independientes en dicotémicas (Si / No). Fruto de este proceso,
se crearon las siguientes nuevas variables:

1. Tenerentre 16y 19 afios
2. Tener entre 20y 24 afios
3. Tener entre 25y 29 afios
4. Ser de izquierdas

5. Ser de centro-izquierda
6. Ser de centro-derecha

7. Ser de derechas

La variable relativa al sexo del encuestado no sufridé ninguna modificacion porque se estableci6 como
dicotdmica en origen (Hombre / Mujer).

En la fase final de redaccién, se ha empleado una herramienta de inteligencia artificial generativa basada en
modelos de lenguaje (LLM) (ChatGPT modelo GPT-4, en marzo de 2025) con el objetivo de mejorar la claridad,
coherencia y legibilidad del texto. Esta herramienta ha sido utilizada de forma andloga a los correctores
ortograficos y gramaticales ya consolidados en los procesos editoriales. Se ha trabajado exclusivamente sobre
material previamente redactado por los autores. No se ha generado contenido nuevo. La responsabilidad plena
sobre el contenido, su analisis y sus conclusiones recae en los autores del articulo.

4. RESULTADOS
4.1. Incidencia del discurso de odio

En esta investigacion definimos el discurso de odio como expresiones escritas, verbales o visuales que denigran,
insultan, amenazan o atacan a una persona a causa de su sexo, género, aspecto fisico, forma de vestir, creencias
religiosas, origen étnico o racial, orientacién sexual, situacion econémica, opiniones sobre la igualdad entre
hombres y mujeres y las ideas politicas.

Los datos generales muestran que casi 8 de cada 10 encuestados (79,6 %) declara haber sido victima de
discursos de odio por al menos 1 de los 10 motivos recogidos en la encuesta (Tabla 1).

Al desagregar los datos por sexo, se observa que el 76,8 % de los hombres reconoce haber recibido este tipo
de comentarios, mientras que el porcentaje asciende al 82,5 % en el caso de las mujeres. La diferencia del 6 %
entre ambos grupos indica una mayor exposicién de las mujeres a los discursos de odio en entornos digitales.

En cuanto a la edad, los resultados revelan que la incidencia del discurso de odio aumenta a medida que
disminuye la edad del usuario. El grupo mas afectado es el de jovenes entre 16 y 19 afos, con un 81,6 % que
afirma haber recibido mensajes de odio, seguido del grupo de 20 a 24 aiios (80,5 %) y, por ultimo, del grupo de
25 a 29 afios (76,9 %).
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Tabla 1. Datos generales, por género y edad.

Estadisticos descriptivos. Discurso de odio
General Si: 959 (79,6%) No: 229 (19%) | NS/NC: 46 (1,4%)
Hombre Si: 76,8%
No: 21,1%
NS/NC: 2,1%
Mujer Si: 82,5%
No: 16,8%
NS/NC: 0,7%
16-19 Si: 81,6%
No: 16,4%
NS/NC: 2%
Edad 20-24 Si: 80,5%
No: 18,2%
NS/NC: 1,3%
25-29 Si: 76,9%
No: 22,1%
NS/NC: 0,9%
Fuente: Elaboracion propia.

Sexo

4.2. Principales razones que motivan el discurso de odio en entornos digitales

Los jévenes identifican principalmente dos motivos por los que reciben comentarios negativos: el aspecto fisico
y la forma de vestir. Mas de la mitad de los encuestados afirma haber sido atacado por su apariencia, y un
45,5 % senala la vestimenta como motivo de agresion. A continuacion, se sitian otras razones de caracter
ideoldgico y de identidad: la manera de pensar sobre la igualdad entre hombres y mujeres, el hecho de ser
hombre o mujer y las ideas politicas presentan porcentajes que superan el 30 % (Figura 1). Estos datos ponen
de manifiesto la amplia presencia del discurso de odio y revelan que sus principales objetivos son tanto los
aspectos estéticos como las opiniones y las identidades personales de quienes lo sufren.

Otras motivaciones, como la orientacidon sexual, las creencias religiosas, el haber tenido muchas parejas o
pertenecer a una determinada etnia o raza, presentan porcentajes mas bajos. Este dato resulta especialmente
llamativo si se considera que, segln investigaciones previas, los colectivos inmigrantes y la comunidad LGTBI+
suelen figurar entre los mas atacados en entornos digitales (Hickey et al., 2025). Esta aparente contradiccién
podria deberse a factores como la subrepresentacién de ciertos perfiles en la muestra o a la normalizacién de
determinadas formas de discriminacién que dificultan su identificacion como discurso de odio por parte de los
encuestados.
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Figura 1. Razones por las que se reciben comentarios negativos.
ESi mNo mNS/NC

Por mi origen étnico o racial 16,1 80,9 3

Por haber tenido muchas parejas 16,7 79,1 4,

Por mis creencias (o no creencias) religiosas

. 19 76,9 4,
o espirituales
Por mi orientacion sexual (ya sea hetero, homo,
. 19,5 77,9 2,4
bisexual...)
Por mi situacion econdmica (estrechez o
. 26,3 69,6 4,
abundancia)
Por mis ideas politicas 31,5 64,3 4,
Por el hecho de ser mujer u hombre 33 62,7 4,3
Por mi manera de pensar sobre la igualdad
. 34,7 60,5 4,8
entre mujeres y hombres
Por mi forma de vestir 45,6 50,5 3,9
Por mi aspecto fisico 56,5 39,6 3,9

Fuente: Elaboracion propia.
4.3. Factores individuales que incrementan la probabilidad de recibir comentarios negativos

Ser mujer emerge como un claro factor de vulnerabilidad frente al discurso de odio en entornos digitales. Segun
los datos recogidos, las mujeres reportan haber sido objeto de comentarios ofensivos en mayor medida que
los hombres en todas las situaciones consideradas en la encuesta, con la excepcién de tres: la situacion
econdmica, la orientacién sexual y el origen étnico o racial (Figura 2).

Figura 2. Factores condicionantes por sexo.

=
D

Por mi origen étnico o racial

Por haber tenido muchas parejas

—
~
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[
I~ &00
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Por mis creencias (o no creencias) religiosas o espirituales
Por mi orientacién sexual (ya sea hetero, homo, bisexual...) e
Por mi situacién econémica (estrechez o abundancia) 25,627
Por mis ideas politicas —

Por el hecho de ser mujer u hombre

i

Por mi manera de pensar sobre la igualdad entre hombres y 38.8
mujeres 307
Por mi forma de vestir 392 222
Por mi aspecto fisico 49 4 oLl
H Mujer EHombre
Fuente: Elaboracion propia
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Tabla 2. Regresiones logisticas binarias.

Variables dependientes
¢Alguna vez te han hecho algun
comentario negativo por estas razones?

Factores predictivos

Estadisticos

Por mi orientacion sexual

Ser de izquierdas

B=.913
Exp(B)=2.491
p<.001

Sexo (ser hombre)

B=.439
Exp(B)=1.551
p=.004

Por mi origen étnico o racial

Sexo (ser hombre)

B=.381
Exp(B)=1.463
p=.018

Por mis ideas politicas

Ser de centro-izquierda

B=-.523
Exp(B)=.593
p=.014

Ser de centro-derecha

B=-1.224
Exp(B)=.294
p<.001

Por mi forma de vestir

Tener entre 16 y 19 aflos

B=.434
Exp(B)=1.544
p=.003

Ser de izquierdas

B=.447
Exp(B)=1.563
p=.022

Sexo (ser mujer)

B=-.425
Exp(B)=.653
p<.001

Por mi aspecto fisico

Tener entre 16 y 19 afios

B=.349
Exp(B)=1.418
p=.018

Ser de izquierdas

B=.622
Exp(B)=1.862
p=.002

Ser de centro-izquierda

B=.559
Exp(B)=1.749
p=.009

Sexo (ser mujer)

B=-.514
Exp(B)=.598
p<.001

Por mis creencias religiosas / espirituales

Tener entre 16 y 19 afios

B=.377
Exp(B)=1.458
p=.036

Ser de centro-derecha

B=-.572
Exp(B)=.564
p=.004

Tener entre 16 y 19 afios

B=.548
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Exp(B)=1.730
p<.001
B=-.573
Por mi manera de pensar sobre la igualdad Ser de centro-derecha Exp(B)=.564

entre mujeres y hombres p=.001
B=-.351
Sexo (ser mujer) Exp(B)=.704
p=.006
B=.469
Tener entre 16 y 19 afios Exp(B)=1.598
p=.003
B=.713
Ser de izquierdas Exp(B)=2.041
Por el hecho de ser mujer u hombre p=.001
B=.603
Ser de centro-izquierda Exp(B)=1.827
p=.009
B=-1.271
Sexo (ser mujer) Exp(B)=.280
p<.001

Fuente: Elaboracion propia.

Como se desprende de la Figura 2, el aspecto fisico y la forma de vestir son las razones mas frecuentes por las
gue tanto hombres como mujeres declaran haber sido victimas de ataques de odio en entornos digitales. Sin
embargo, las diferencias de género son significativas. Mientras que el 64 % de las mujeres afirma haber recibido
comentarios negativos por su aspecto fisico, en el caso de los hombres esta cifra desciende al 49 %. De manera
similar, un 52 % de las mujeres sefiala haber sido criticada por su forma de vestir, frente al 39 % de los hombres.

Esta tendencia queda respaldada en los resultados de las pruebas de regresion logistica (Tabla 2) que confirman
la influencia significativa del sexo en la probabilidad de recibir comentarios negativos por el aspecto fisico. Las
mujeres presentan una mayor exposicion a este tipo de agresiones que los hombres. Estos hallazgos refuerzan
la idea de que el cuerpo femenino contintda siendo objeto de escrutinio y control social, una dindmica
estrechamente relacionada con el fendmeno del body shaming. Ahora bien, aunque en menor medida, esa
presion social también se ha trasladado a los hombres que comienzan a experimentar criticas por su aspecto
fisico, lo que sugiere una ampliacion del ideal normativo corporal y de los mecanismos de vigilancia estética
hacia el género masculino.

La variable sexo también influye en la probabilidad de recibir comentarios negativos por la forma de vestir. Sin
embargo, la diferencia mas significativa se encuentra en el hecho de ser mujer como motivo en si mismo de
ataque, lo que evidencia un componente claro de discriminacion por razon de género. El 47,2 % de las mujeres
ha sido objeto de odio por esta razdn, frente al 19,6 % de los hombres. Estos datos pueden ser interpretados
como una manifestacion de misoginia, donde la identidad femenina se convierte, por si sola, en blanco de
agresiones simbdlicas.

Los resultados también muestran que el sexo influye significativamente en la probabilidad de recibir
comentarios negativos al expresar opiniones sobre la igualdad entre mujeres y hombres. Las mujeres son mas
propensas a ser cuestionadas o atacadas por sus ideas en este ambito, lo que revela una resistencia social hacia
los discursos feministas cuando son enunciados por ellas. No obstante, en el caso de los hombres también se
observa una tendencia relevante: su manera de pensar sobre la igualdad de género aparece como el tercer
motivo mas frecuente por el que son victimas de discursos de odio. Esto sugiere que, incluso para ellos,
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expresar posturas igualitarias puede generar rechazo y desencadenar respuestas hostiles en el espacio publico.

Como se habia sefialado previamente, los datos de la encuesta indican que existen tres motivos por los que los
hombres son mds atacados que las mujeres: la situacién econdmica, la orientacién sexual y el origen étnico o
racial. Sin embargo, el analisis estadistico matiza esta percepcidn en el caso de la situacién econdmica, ya que
ninguno de los factores relativos a la edad, la ideologia y el sexo predicen el hecho de recibir comentarios
negativos. En cuanto al origen étnico o racial, los resultados si muestran que ser hombre aumenta las
probabilidades de ser objeto de comentarios negativos, tienen un 46,3% mas de probabilidad que las mujeres.
Finalmente, en lo relativo a la orientacion sexual, ser hombre aumenta las probabilidades de ser objeto de
comentarios negativos un 55,1%.

La ideologia emerge como la segunda variable que mas influye de forma significativa en la exposicion al discurso
del odio. Los datos reflejan que quienes se identifican ideolégicamente con la izquierda son el grupo mas
afectado en varias categorias sensibles. Segun los datos de frecuencia (Figura 3), los principales motivos por los
que estos jovenes afirman haber recibido comentarios negativos son su orientacién sexual (43,2 %), sus ideas
politicas (41 %) y su forma de pensar sobre la igualdad (38,2 %). Los resultados de las pruebas de regresion
logistica confirman esta tendencia. Constatan que el hecho de ser de izquierdas multiplica por 2,5 las
posibilidades de recibir comentarios negativos por la orientacién sexual del individuo y duplica la posibilidad
de recibir mensajes de odio por ser mujer u hombre.

En sentido inverso, las personas que se identifican con posiciones de derechas declaran haber recibido menos
comentarios negativos que quienes se sitlan en el centro o en la izquierda del espectro ideoldgico. En los casos
en que manifiestan haber sido objeto de ataques, los motivos mds frecuentes son sus creencias religiosas
(29,4 %), sus ideas politicas (29,1 %) y, en menor medida, su situacién econdmica (24,5 %). No obstante, en los
tres casos, las cifras son inferiores a las registradas entre los encuestados de centro o izquierda.

Al analizar los datos mediante regresion logistica, se confirma que identificarse con la derecha reduce
significativamente la probabilidad de ser victima de discursos de odio, tanto por razones religiosas como por
opiniones relacionadas con la igualdad de género. Este menor nivel de hostilidad percibida o registrada hacia
qguienes se identifican con posiciones ideoldgicas de derechas podria deberse, hipotéticamente, a que sus
discursos suelen alinearse con marcos normativos tradicionales que aun conservan una amplia legitimacién en
diversos contextos sociales y politicos. Asimismo, cabe plantear la posibilidad de que esta tendencia se vea
reforzada por el impacto de ciertos discursos institucionales emergentes y por la légica algoritmica de las
plataformas digitales, que podria favorecer la visibilidad de contenidos que no cuestionan abiertamente el
statu quo. No obstante, estas interpretaciones requieren ser contrastadas empiricamente mediante
investigaciones especificas que profundicen en el papel de estas variables.

En resumen, los datos ponen de manifiesto una asimetria en la exposicién al discurso de odio, donde el
posicionamiento ideoldgico influye directamente en la intensidad y tipologia de la violencia simbdlica que los
jovenes experimentan en redes sociales. Ahondando en esta linea, encontramos que los jovenes que se
autoubican en el centro del espectro politico son quienes mas comentarios negativos reciben en todos los
supuestos planteados, salvo en aquellos donde las criticas se dirigen con mayor intensidad hacia quienes se
identifican con la izquierda. Esta aparente paradoja en el contexto de polarizacion actual puede explicarse, en
parte, porque se sitlan en una posicion intermedia que los expone simultdneamente a las criticas de ambos
extremos ideoldgicos. Su indefinicidn o ambigliedad puede interpretarse, por unos y otros, como tibieza,
oportunismo, equidistancia o falta de compromiso y ser motivo de recibir un volumen elevado de interacciones
negativas.
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Este panorama sugiere que la polarizacién ideoldgica se manifiesta como un eje de discriminacidon digital,
donde la expresién de ideas politicas, los posicionamientos sociales y hasta la identidad sexual se convierten
en motivos de agresion simbdlica. Asi, las redes sociales, lejos de constituir espacios neutrales de debate,
reproducen dindmicas de exclusion ideolégica que afectan de forma desigual a los jovenes seglin su
posicionamiento politico y su nivel de exposicion.

Figura 3. Factores condicionantes por autoubicacion ideoldgica.
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Por el hecho de ser mujer u hombre 7,7

Por mi manera de pensar sobre la igualdad entre
mujeres y hombres
Por mis creencias (o no creencias) religiosas o

38,2 25,6

. 32 29,4
espirituales
Por haber tenido muchas parejas 34,6 24,1
Por mi aspecto fisico 35,6 20,8
Por mi forma de vestir 34,9 21,3
Por mi situacién econdmica (estrechez o
33,5 24,5

abundancia)

Por mis ideas politicas
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Por mi origen étnico o racial 3 22,3

Por mi orientacion sexual (ya sea hetero, homo,

bisexual...) 43,2 23,5

Fuente: Elaboracién propia

Una tercera variable que aparece como significativa en varios de los casos analizados es la edad. Los resultados
indican que las personas mas jovenes tienen una mayor probabilidad de recibir comentarios negativos por su
forma de vestir, por sus opiniones sobre la igualdad entre mujeres y hombres y tienen un 45,8% mas de
probabilidad de recibir odio por sus creencias religiosas o espirituales. Ademas, también los de menor edad son
mas propensos a ser objeto de ataques simplemente por el hecho de ser hombre o mujer —tener entre 16 y
19 aflos aumenta en un 60% las posibilidades de recibir este tipo de mensajes—. Estos datos reflejan una mayor
vulnerabilidad entre los sectores mas jévenes, que parecen estar mas expuestos a juicios, criticas y discursos
de odio en torno a su identidad, su apariencia y sus ideas.

4.4. Medidas adoptadas para evitar el discurso de odio

Uno de los comportamientos mas extendidos entre los jévenes para evitar enfrentarse a situaciones de tensién
o controversia en redes sociales es la autocensura. Un abrumador 83,3 % de los encuestados reconoce que
prefiere callar o evitar ciertos temas para no verse envuelto en polémicas, lo que remite directamente a la
teoria de la espiral del silencio formulada por Elisabeth Noelle-Neumann (1993). Esta teoria sostiene que las
personas tienden a silenciar sus opiniones cuando perciben que estdn en minoria por miedo al aislamiento o al
rechazo social, y los entornos digitales parecen reproducir ese mismo patrdn. En este sentido, las redes sociales,
gue en principio fueron concebidas como espacios para la libre expresién, pueden acabar funcionando como
mecanismos de presion social que refuerzan el conformismo.
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La autocensura no solo se manifiesta en la omision de opiniones, sino también en la forma de
autorrepresentarse. Casi la mitad de los encuestados (47,3 %) afirma que se lo piensa dos veces antes de subir
una fotografia en la que aparece, por temor a los comentarios que pueda recibir, y un 36 % declara
directamente que no publica lo que realmente piensa. Ante este clima, muchos jévenes optan por crear
espacios cerrados y de confianza: el 50 % sefiala que comparte contenido Unicamente en chats privados con
amigos, donde sienten mayor libertad para expresarse.

Otros comportamientos se alejan de la autocensura y muestran respuestas mas estratégicas o defensivas: un
16,6 % recurre a perfiles anénimos para tener mayor libertad de expresion sin exponerse personalmente,
mientras que un 10,9 % adopta una actitud provocadora, publicando comentarios contrarios a la mayoria con
el objetivo de generar polémica. También es relevante que algunos encuestados, lejos de quedarse en silencio,
optan por ajustarse al discurso dominante y publican contenidos que saben que seran socialmente aceptados,
incluso si no reflejan realmente su pensamiento, lo que amplia la espiral del silencio mas alla del silencio literal,
incluyendo formas de expresidn estratégicamente adaptadas.

Las diferencias de género también se reflejan claramente en los comportamientos de autocensuray gestion de
la identidad digital (Figura 4). Las mujeres, mas que los hombres, tienden a pensar cuidadosamente antes de
publicar una imagen suya o expresar su opinion en redes sociales. En cambio, los hombres manifiestan con
mayor frecuencia dos comportamientos que rompen con esta légica mas contenida: son ellos quienes declaran
en mayor proporcién utilizar perfiles andnimos para expresarse en redes sociales, y también quienes dicen
sentirse comodos provocando polémicas o llevando la contraria al discurso dominante. Estos dos
comportamientos, donde la participacién masculina supera a la femenina, podrian estar relacionados con una
percepcion de menor riesgo social o personal ante el conflicto digital, o con una socializaciéon que toleray a
veces premia la confrontacidn publica como forma de reafirmacién.

Figura 4. Actitudes a la hora de publicar en redes por sexo.

Me gusta provocar polémicas, digo lo contrario de lo que dice la
mayoria

Publico en redes con un perfil anénimo

Para evitar conflictos, publico en redes contenido que es
politicamente correcto, de ese que no molesta

No publico lo que pienso

Me lo pienso antes de subir una foto en la que salgo yo por los
comentarios que pueda provocar

Con mis amigos/as mas cercanos/as tengo grupos privados en redes
donde compartimos contenido que solo podemos ver nosotros/as

® Mujer ® Hombre

Fuente: Elaboracion propia
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5. DISCUSION Y CONCLUSIONES

Los resultados de esta investigacion permiten alcanzar el objetivo general, al ofrecer una visiéon detallada de
como se manifiesta el discurso de odio en redes sociales entre los jovenes espafioles, qué factores lo provocan,
gué colectivos resultan mas vulnerables y qué estrategias adoptan los usuarios para protegerse.

En relacién con el OE1, los datos confirman la alta incidencia de agresiones simbdlicas en el entorno digital, lo
gue sugiere una preocupante normalizacidén del discurso de odio en redes. Una proporcion significativa de
jévenes reconoce haber sido victima de comentarios hostiles o discriminatorios, lo que refleja la extension del
fenémeno.

Respecto al OE2, el estudio permite identificar las motivaciones mas frecuentes de los ataques: destacan
especialmente el aspecto fisico y la ideologia, aunque también se observan casos vinculados al género, la
orientacién sexual y la identidad. No obstante, resulta significativo que categorias tradicionalmente asociadas
al discurso de odio, como la orientacién sexual o el origen étnico, aparezcan menos mencionadas por los
participantes. Esta aparente contradiccidén con respecto a estudios previos (Fuentes-Lara y Arcila-Calderdn,
2023) podria explicarse por multiples factores: desde la posible infrarrepresentacion de colectivos
especialmente vulnerables en la muestra, hasta la dificultad de reconocer ciertas formas de discriminacion
cuando se experimentan de manera cotidiana o sutil. En este sentido, los datos invitan a reflexionar sobre los
limites de la percepcion individual frente al fendmeno del odio digital y sobre la necesidad de ampliar el
enfoque metodoldgico para captar toda su complejidad.

El OE3 se ve plenamente atendido al delimitar los perfiles mds vulnerables al discurso de odio. Ser mujer
incrementa significativamente la probabilidad de sufrir agresiones, una conclusidon que coincide con lo sefialado
por investigaciones previas (Hernandez Prados et al., 2024), especialmente aquellas vinculadas al aspecto fisico
y a la forma de vestir. Este patréon reproduce dindmicas de control social que histéricamente han situado al
cuerpo femenino como objeto de escrutinio publico, y que en el entorno digital se manifiestan a través de
fendmenos como el body shaming y el slut-shaming. Pero mas alla de lo estético, las mujeres también reciben
ataques por el simple hecho de serlo, asi como por defender o expresar ideas relacionadas con la igualdad, lo
gue revela la existencia de discursos miséginos y antifeministas, especialmente hostiles cuando las voces
igualitarias provienen de mujeres.

Junto a esta constatacion, emerge otro dato de interés: la presion estética ya no afecta exclusivamente a las
mujeres. Se observa un aumento de criticas hacia los hombres por razones vinculadas a su apariencia, lo que
indica una ampliacién del ideal corporal normativo y de los mecanismos de vigilancia simbdlica hacia el género
masculino.

Otra conclusidn, es que el hecho de ser hombre se asocia con una mayor probabilidad de recibir comentarios
negativos relacionados con la orientacion sexual, lo que sitia también a las personas no heterosexuales entre
los grupos mas expuestos. Este dato también coincide con la literatura analizada (Esteban-Ramiro y Moreno-
Lépez, 2023).

Por ultimo, la edad aparece como una variable significativa: los individuos mas jovenes son quienes reportan
con mayor frecuencia haber sido victimas de comentarios ofensivos. Esta mayor exposicion al discurso de odio
puede explicarse, en parte, por su elevada presencia y participacion en espacios digitales (Save the children,
2024), donde interactian con mayor intensidad y visibilidad.

Revista Latina de Comunicacién Social, 84 https://doi.org/10.4185/rlcs-2026-2550
17



https://doi.org/10.4185/rlcs-2026-2550

Odio en linea: cartografia de la violencia
simbdlica juvenil en el ecosistema digital

En conjunto, estos hallazgos contribuyen a delinear un perfil preciso de los publicos vulnerables al discurso de
odio online, y ofrecen una base empirica sélida para el disefio de politicas de sensibilizacién, prevencion y
proteccién adaptadas a estas realidades.

La ideologia se perfila como la segunda variable con mayor influencia en la exposicidon al discurso de odio en
entornos digitales. Los datos evidencian que quienes se identifican ideolégicamente con la izquierda son mas
propensos a recibir comentarios negativos en categorias sensibles como la orientacién sexual, el aspecto fisico
e incluso por su identidad de género (el hecho de ser hombre o mujer). Esta mayor vulnerabilidad puede estar
asociada a una mayor exposicidon publica o a una participacién mads activa en debates sociales que suelen
generar polarizacion.

Por el contrario, los encuestados que se situan ideoldgicamente en el espectro conservador declaran haber
recibido menos ataques. En los casos en los que si han sido objeto de comentarios ofensivos, los principales
motivos estan vinculados a sus creencias religiosas, sus opiniones politicas y, en menor medida, a su situacion
econdmica. Esta menor percepcion de vulnerabilidad podria deberse a una mayor aceptacién publica de ciertos
discursos que, en el pasado, eran socialmente penalizados. El auge de discursos alineados con posiciones de
derecha radical (Said-Hung et al., 2023) ha contribuido a normalizar mensajes antes considerados disruptivos,
marginales o politicamente incorrectos sobre inmigracién, feminismo o violencia de género, lo que ha reducido
la autocensura que, segun la teoria de la espiral del silencio (Noelle-Neumann, 1993), solia inhibir la expresidn
de opiniones no mayoritarias. Tal como destacan investigaciones recientes (Velasco y Rodriguez-Alarcén, 2020;
Rosenberg, 2022; Fuentes-Lara y Arcila-Calderdn, 2023), se ha producido una reconfiguracion del espacio
publico en el que algunas voces conservadoras han ganado terreno discursivo y legitimidad.

En este nuevo contexto comunicativo se explica la situacion de quienes se posicionan ideolégicamente en el
centro. A pesar de su aparente neutralidad, este grupo es el que reporta una mayor frecuencia de comentarios
negativos en la mayoria de los supuestos analizados, excepto en aquellos donde las criticas se dirigen con mayor
intensidad hacia los jovenes de izquierda. Este hallazgo apunta a una posible vulnerabilidad del discurso
centrista en un entorno cada vez mas polarizado, donde las posiciones intermedias pueden ser objeto de
criticas desde ambos extremos ideoldgicos.

En relacién con el OE4, el andlisis pone de manifiesto diversas estrategias de autoproteccién adoptadas por los
jovenes. La mas extendida es la autocensura, que no siempre se manifiesta como silencio explicito, sino que
adopta formas mas sutiles y complejas. Algunos jovenes optan por omitir opiniones controvertidas, pero
también moderan su forma de autorrepresentarse en redes sociales. Este fendmeno incluye, por ejemplo, la
publicacion de contenidos disefiados para encajar con lo socialmente aceptado, aun cuando no reflejan
fielmente sus ideas o valores. Asi, el concepto de espiral del silencio (Noelle-Neumann, 1993) se amplia mas
alla del silencio literal para abarcar estrategias expresivas adaptativas, donde la expresiéon publica se ajusta
estratégicamente al clima de opinion dominante. Esta conclusién coincide con la alcanzada por otra
investigacion reciente que demuestra que, dentro de las comunidades online, los miembros no solo guardan
silencio cuando las opiniones predominantes sobre temas polémicos son diferentes a las propias, sino que
empiezan a argumentar en contra de sus propias ideas (Haug et al., 2025). Este comportamiento, mds comun
entre las mujeres, ya habia sido identificado en estudios anteriores (Vazquez Barrio et al., 2021; Torrecillas-
Lacave et al., 2022), que apuntan a una mayor presion social sobre las mujeres vinculada a su apariencia fisica
y comportamiento en redes. La autocensura femenina se perfila, en este contexto, como una forma de
autoproteccion frente a posibles juicios, comentarios no deseados o incluso situaciones de acoso.

Por el contrario, una minoria —en su mayoria hombres— adopta respuestas mas defensivas o estratégicas.
Algunos recurren al anonimato para expresar con libertad opiniones que saben que pueden resultar polémicas
sin exponerse personalmente, mientras que otros adoptan una actitud abiertamente provocadora. Publican
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deliberadamente mensajes contrarios al clima de opinidén mayoritario, en un intento de desafiarlo o generar
controversia. Esta divergencia de actitudes puede leerse también desde la teoria de la espiral del silencio:
mientras que las mujeres tienden a interiorizar el miedo al rechazo social y moderan su exposicién, algunos
hombres reaccionan con mayor confrontacion o busqueda de visibilidad, aunque sea desde una identidad
encubierta.

En conjunto, los hallazgos no solo permiten mapear con mayor precision el impacto del discurso de odio en la
juventud espafiola, sino que también evidencian cémo los entornos digitales reproducen —y a veces
intensifican— desigualdades estructurales. La investigacion aporta asi una base empirica sélida para el disefo
de intervenciones preventivas, programas de alfabetizacion digital y politicas publicas orientadas a la
proteccion de los colectivos mas expuestos en el espacio virtual.
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